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ABSTRACT
This paper presents the design integration and experimental 

results of target-based autonomous locomotion of a Self-

Reconfigurable Mobile Robot. Uncertainties in the sensory data 

can accumulate the misalignments in locomotion behavior of the 
robot. Such misalignments can result in a poor coupling 

performance resulting in the failure of the overall docked system. 

Therefore, it is desirable for a robot to be capable of mechanically 

tolerating such misalignments. As a result, a Hybrid-Wheeled 

mobile robot, interfaced with a 2-DOF, high misalignment 

tolerant coupling (GHEFT) mechanism is presented in this paper. 

This combined assembly is used as a source of locomotion for 

autonomous docking in a multi-robot assembly using Image-

Based Visual Servoing (IBVS). The resulting output is then 

implemented in a simulated environment for the autonomous 

locomotion of the robot. Experimental results demonstrate the 

feature motion and trajectory followed under the hybrid 
locomotion of the robot.  

Keyword: Autonomous Docking, Visual Servoing, Image 

processing, Target detection and tracking, Self-reconfigurable 

robots.  

1 INTRODUCTION 
Coupling is an important characteristic of modular robotic 

systems which makes them capable of forming long-chained 

rigid assemblies. In recent years, mechanical coupling has 

received a lot of interest due to the development of self-

reconfigurable robots. It plays an important role in the stability 

of the overall multi-robot assembly. From lattice-based [1-2] to a 

mobile-based [3-4] robot, coupling joints have always been an 

area of interest. These properties of a robot make it versatile for 

various field applications. This capability is defined as Shape 

Metamorphosis in the literature, namely the ability of a robot to 

combine with its equal counterpart to form a larger system. Each 

individual module equipped with such mechanisms can prove 

useful in environments, which are either too dangerous or 

inaccessible to humans, such as search and rescue applications.  

The effectiveness of the coupling is defined by its ability to 

handle misalignment, provide a fail-safe rigid connection and 

being power-efficient [5-6] throughout the process. The use of 

pins [2], [4], hooks [7-9], magnets [1], [10], etc. classifies the 

versatility of such mechanism under swarm applications. These 
properties can vary from being Gendered [1-6] to Genderless 

[11], resulting in the uni-directional and bi-directional coupling. 

A recent survey [12] on coupling mechanisms provided a deep 

analysis of such mechanisms for modular reconfigurable robots. 

Advanced sensing and control schemes are desirable for a robot 

RGB target

Camera

(a)

(b)

Figure 1. STORM robotic modules (a) Hybrid-Wheeled 
Locomotion robot (b) Manipulator robot. 
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to perform autonomous coupling in the presence of 

misalignments.  

 

2 RELATED WORK 
This section discusses highly capable self-reconfigurable 

robots based on their sensing methodology used for autonomous 

docking. The motivation for the docking integration attributes to 

the research in reconfigurable robots providing better flexibility 

[13], mobility [14-15], and manipulation [16] (shown in Fig. 2b, 

2c). The main focus of this research deals with the autonomous 

docking of multiple robots to generate multi-robot configuration 

as per the required application. As an example (shown in Fig. 2) 
the locomotion (source) robots can approach a manipulator 

(target) robot from either side. If each of the robots is equipped 

with a coupling mechanism, then the sensor feedback from such 

robots can be used to align the source robots parallel to the target 

robot to form a coupled configuration. Moreover, If these 

coupling mechanisms are genderless (i.e. the ability to connect 

from either side), then it gives the flexibility to the robots to 

position the coupling by itself in case of any malfunctions with 

the mechanism. Figure 2b describes a configuration where a 

multi-robot assembly can be used to increase the reachable height 

compared to individual robots. A change or a reconfiguration can 
be easily related to the configuration presented in Fig. 2c. Such a 

configuration can be used to perform the lateral locomotion of 

the assembly using the Hybrid-Wheeled mobility (discussed 

later) of the locomotion modules. The work related to the 

autonomous docking of the mobile robots has been divided into 

two main stages, namely, robot motion planning and visual 

servoing, as described below: 

 

1. Using robot motion planning on the source robot to 

approach the target robot or vice versa. This approach can be 

implemented using the positioning sensors such as POZYX, rtk-

GPS, etc., which can provide the relative target position with a 
mere cm range accuracy. 

 

2. Following stage 1, using a vision-based approach to 

minimize the errors related to stage 1. This stage uses the motion 

of the features in the image plane in order to determine the 

locomotion of the source robot. 

 

Most of the positioning based inter-robot docking takes 

place in a close proximity range using Infrared sensing (IR) [1-

2], and Ultrasonic [4] sensors. However, sensory failures can 

accumulate in real-world situations due to the presence of 

obstacles. A vision-based technique using blinking patterns in 
[17] can be problematic under a similar light source in its 

surroundings. The lack of vision to recognize the target becomes 

a shortcoming for this type of autonomy. Development of the 

robots using smart cameras [10] and SLAM based approach [18] 

can overcome such limitations. However, the inability to carry 

payload limits their application versatility due to their small size. 

A combination of camera and a tracked based mobility [3] tries 

to highlight the in-field application requirements. However the 

robot is limited by its locomotion capabilities, and chain-like 

formation results in higher misalignments resulting in less 

effective reconfiguration. Moreover, the use of color 

segmentation can be erroneous due to changing scalability, and 
the presence of the target pattern in an intermixed environment. 

A comparison presented in [19] lists the challenges of using a 

target tracking algorithm on a low-cost onboard computer. 

These shortcomings have led to the development of a 

reconfigurable mobile robot called STORM [15]. STORM (Self 

TransfOrmable Robotic Module) has two independent modules, 

manipulation, and locomotion (as shown in Fig. 1). These 

modules are symmetrically invertible i.e. they have the ability to 

Locomotion 
robot

Manipulator 
robot

Multi-robot coupling

Locomotion robotLocomotion robot Manipulator robot

Lateral 
locomotion

Symmetrically 
invertible robots

Vertical lift

o360        Possible 
rotation

(a) (b) (c)

Figure 2. Proposed methodology: (a) Multi-robot coupling using locomotion and the manipulation robot (Top 

view), (b) Humanoid configuration for heavy payloads, (c) lateral locomotion using wheeled assembly. 

(a) (b)
Figure 3. Locomotion robot with, (a) track-actuated    

mode, (b) Wheeled mode. 
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operate even in the case of the flip-over conditions (as shown in 

Fi. 3). The manipulation module has a robotic arm such that the 

3 linkage arm is connected to the base link of the driving 

mechanism. The hybrid combination of the manipulation module 

allows for manipulation along with intelligent locomotion based 
on the sensor feedback. The locomotion module of STORM 

consists of a Hybrid-Wheeled assembly connected to the track 

driving mechanism of the robot using a prismatic joint. This joint 

allows the robot to make a switch in mobility as required based 

on the terrain. This hybrid mobility of the robot makes the robot 

capable of using longitudinal mobility using the track mechanism 

and the lateral mobility using the Hybrid-Wheeled assembly. The 

use of bi-directional mobility helps to minimize the positioning 

error in locomotion while the use of a docking mechanism helps 

with eliminating the errors resulting from sensor detections. The 

first version of the STORM robot has been presented in [15]. 

Interested readers are requested to refer to this paper in order to 
gain more insight into this mechanism. The work, only related to 

the integration of the docking mechanism with the locomotion 

module and the simulation of the feature based motion control 

has been discussed in this paper. In order to proceed further with 

the discussion, the main contribution of this work is as follows, 

 

1. Development of the Self-reconfigurable mobile robot 

with an integrated 2-DOF docking mechanism. The mechanism 

is capable of handling high stress under the multi-robot assembly. 

Moreover, the locomotion robot is capable of demonstrating bi-

directional mobility aiding the docking mechanism with error 
minimization along the X-Y-Z and roll-pitch-yaw axes. 

 

2. As a part of the preliminary work, the proposed 

mechanical design of the robot is designed to run a simulated 

motion of the autonomous docking using V-REP and MATLAB. 

The prescribed locomotion utilizes the Hybrid Target Tracking 

algorithm (HTT) [19], which provides consistency with the 

tracking even in complex environments. This part of the 

algorithm is explained briefly before initializing the discussion 

with the experimentation and the related simulation. 

 

The layout of the paper is defined as follows; the integration 

of the docking mechanism with the Hybrid-Wheeled locomotion 

robot is discussed in the next section. Following the design 

integration, a methodology of autonomous docking using Image 

Based Visual Servoing (IBVS) has been discussed. This section 
highlights the importance of bi-directional mobility in 

minimizing the positioning errors related to the autonomous 

docking in mobile robots. The experimentation has been done 

using V-REP and MATLAB followed with the analysis and 

results at the end of this section. The last section summarizes the 

work and the corresponding results proposed in this paper. 

Directions for the future work are also presented as a part of 

ongoing research.  

 

3 DESIGN INTEGRATION 
The coupling mechanism is an important feature of the robot 

in order to couple or interact with other robots as shown in the 

previous section. The prior work in this research has already 

proposed several docking mechanisms to The selection of the 

GHEFT mechanism based on literature review [12] is done for 
the following three main reasons: 

  

1. Genderless and Fail-Safe - The Genderless feature 
enables the mechanism to actuate from either inside or outside 

along with bi-directional coupling. The potentiometer feedback 

from the clamps allows for a controlled coupling using the 

spirally grooved cam mechanism. Such a feature is a crucial 

factor in the case of malfunctioning, as compared to its relevant 

counterparts, namely Gendered and Bi-Gendered mechanisms.  

 

Slide-type potentiometer

Rotary encoder

Sliding 
plate

Spiral grooved 
cam

Bearing
Passive wheel

High torque 
servo

Dual-start 
spiral

Potentiometer attached to the clamp and sliding plate

H-shaped 
clamp profile

Rotation 
feedback

Pin follower for the spiral 
attached to clamp

Coupling case
Micro servo

(a)

(b) (c)

Figure 5. (a) Exploded view of the docking 
mechanism, (b) spiral grooved cam profile, (c) 

Compact view of the joint assembly. 

Camera

Wheeled assembly

Clamp translation
Case rotation

Figure 4. Hybrid-Wheeled Locomotion robot 
interfaced with 2-DoF prototype and compared with 

the original GHEFT mechanism. 
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2. High Strength - The mechanism can tolerate 34% higher 

payloads and 6% higher moments. The distribution of stress 

through a large surface area of the clamp makes it reliable under 

higher loads compared to shafts, pins or hook-type mechanisms.  

 

3. High Misalignment Tolerant - Moreover, the Non-back-

drivable nature of the dual spiral grooved cam makes it efficient 

under such instances. Since sensor and control error can get 

accumulated due to measurement uncertainty, a docking module 

should be capable of tolerating such misalignments. It can 
tolerate higher misalignments along with 6-DOF motion 

compared to the other mechanism as highlighted in this review.  
 

 The camera attached to the side frame of the locomotion robot 

is used as a source for analyzing the shift in the position of the 

target features. The operating mode of the robot 

(tracked/wheeled) is dependent on the position of the desired 

features in the Image Plane. The physical model of the robot 

interfaced with GHEFT has been proposed as a proof-of-concept 

to demonstrate autonomous docking in mobile robots. The scaled 

down design of the docking mechanism (reduction by 65%) is 
shown in Fig. 4. The Hybrid Tracked-Wheeled Multi-Directional 

Mobile Robot [15] is used as a primary source for analyzing the 

positional and angular alignment data.   

The spirally grooved cam profile of the previous GHEFT 

design [11] (Fig. 5b) was modified to increase the number of 

starts from 1 to 2. Such a change helps in minimizing the offset 

when the clamps meet at the center in the former design. The slip-

ring in the mechanism was removed to restrict the rotation of the 

mechanism to 1 full turn in either direction. This limit was 

implemented in the software as well as using encoder 

measurements. The worm-gear assembly was eliminated to 

incorporate a direct-drive assembly using a high torque motor 

connected to the coupling case of the mechanism. The motor is 

attached to the side frame of the robot and the coupling case is 

linked with a free to move/passive wheel using a ball bearing. A 

slide-type potentiometer is attached to the inner side of the 

sliding plate with a travel length of 20 mm. This potentiometer 

acts as positioning feedback for the clamps. The rotary motion of 

the case is recorded using an encoder attached to the back end of 

the motor shaft controlling the rotation. The high misalignment 

tolerance capability of the mechanism accounts for the low 20 

PPR resolution of the encoder. The sensory feedback from both 

devices is used for error minimization when used for positioning 

alignment over the TCP/IP network. The integrated mechanism 

can provide a maximum clamping force of 35 N and a rotational 

output torque of 2 Nm. According to a simulation study in 

SolidWorks, the maximum expected stress on the components is 

well below the maximum stress value of 44 MPa for the chosen 

material. It requires 2.74 MPa at the maximum clamping force of 

35 N and 8.1 MPa at a combined load of 35 N and 1.55 Nm 

(rotation requirement for the robot).   

Apart from these changes, the driving module of the Vertical 

Translational Unit (VTU) [15] was modified to house two motor-

driven lead-screw mechanisms. This unit house all the electronic 

components to drive the robot and to actuate the Hybrid-Wheeled 

assembly. The VTU is connected to a pair of a 4-wheel belt-drive 

mechanism to generate the lateral locomotion of the robot. The 

unit is connected to the main drive assembly of the robot with the 

help of a prismatic joint and a passive linear assembly connected 

to either side of the mechanism. The switch between the main 

drive mechanism and the Hybrid-Wheeled mechanism is done 

with the help of a lead screw mechanism. The motion is 

supported using a passive linear bearing and shaft assembly as 

shown in Fig. 6. The change (shown in Fig. 6) helps to eliminate 

the tilt while keeping the mechanism balanced from both sides as 

observed in the field testing of STORM. The translational 

feedback ℎ𝑠
𝑣 of the VTU is measured using a slide-type 

potentiometer with a travel length of 60 mm.  

The overall weight of the locomotion robot is 1.75 kg while 

the weight of the manipulator robot is estimated to be around 1 

kg. The simulated robot has a wheelbase (L) of 310 mm, track 

width (W) of 250 mm, track height (H) of 92 mm and track-wheel 

radius (r) of 40 mm. The maximum and the minimum velocity of 

the tracking module is 0.345 m/sec and 0.155 m/sec, respectively. 

Linear 
bearing

Lead-screw 
mechanism

Driving 
servo

Slide-type 
Potentiometer

(a) (b) (c)

Wheels

Belt-drive mechanismLead-screw mechanism

Linear bearing

 

Figure 6. Vertical Translational Unit (a) single drive lead-screw mechanism, (b) new mechanism using dual drive 
on either side for a synchronized motion, (c) cut-section view of the locomotion robot representing the prismatic 

joint between the Hybrid-Wheeled assembly and the side frame of the driving mechanism. 
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The wheeled module operates at a maximum and minimum 

velocity of 0.265 m/sec and 0.22 m/sec, respectively. The VTU 

operates up and down at a constant velocity of 0.05 m/sec. These 

values have been defined based on the locomotion capability of 

the robot under each mode. 

 

4 AUTONOMOUS LOCOMOTION USING IBVS 
In order to demonstrate the proposed methodology of 

autonomous docking and the robot design, a simulation using 

MATLAB and V-REP is conducted.  The locomotion simulation 

for tracking visual targets of mobile robots using the hybrid-

wheeled mobility of robot is discussed in this section. The 

dynamic motion experimentation is done using a physics-based 

robotic simulator, V-REP, which was connected to MATLAB 

over Remote-API. The locomotion and manipulation modules of 

STORM were modeled in V-REP (Fig. 9) based on their CAD 

models designed in SolidWorks. The positioning of the robots in 

V-REP simulation is kept relative to the positioning of the target 

in the MATLAB simulation based on eye-in-hand camera 

configuration. The docking showed in Fig. 10 is a one-sided 

docking; however, both robots can be actuated in case of an 

intermediary obstacle or malfunction. Moreover, the validation 

of the proposed hypothesis is performed considering the base 

plane of the robots to be parallel to each other. The height 

difference between the modules is no more than 50 mm, taking 

into account the fact that the maximum VTU translation is 60 

mm.   

The proposed methodology includes the implementation of 

the Hybrid Target Tracking (HTT) algorithm [19]. HTT 

algorithm is a region controlled tracking algorithm which 

eliminates the search of the target (to be found) in the whole 

frame for each consecutive frames. The selected Region of 

Interest (RoI), based on the initial search of the target in the 

image frame is tracked over the consecutive frames, giving a 

boost to the tracking performance. The basic tracking process is 

shown in Fig. 7. Here, it can be seen that the use of color 

segmentation fails to correctly identify the actual target due to the 

presence of the multiple objects of the same color type. However, 

if the tracking process is initialized with a search of the target in 

the image and then the color segmentation is performed over the 

detected region then the algorithm is able to correctly identify 

and track the targets in the consecutive frames. As in this case, 

the RoI will include a 3-colored RGB target. This RoI will be 

segmented further to acquire the pixel coordinate relative to the 

original frame. Each of the target features is segmented 

separately based on the HSV color-space. These targets can be 

represented by 𝑡1
𝑝(𝑢1

𝑟𝑜𝑖 , 𝑣1
𝑟𝑜𝑖), 𝑡2

𝑝(𝑢2
𝑟𝑜𝑖 , 𝑣2

𝑟𝑜𝑖), 𝑡3
𝑝
(𝑢3

𝑟𝑜𝑖 , 𝑣3
𝑟𝑜𝑖) . 

Apart from the increase in the tracking speed, the major 

advantage of the HTT algorithm is to eliminate the pixelated 

white noise, which incurs during image segmentation due to the 

similarity in the pixel color values. Figure 8 represents the mean 

error plot, showing pixel error based on the HTT algorithm. It 

also shows the error for the estimated depth value with tracking 

varying from 30-110 cm.  The deviation in the pixel value while 

tracking the target placed at 70cm is merely ±4 pixels, which 

only decreases at the source robot moves towards the target. 

Since the final objective to perform the autonomous docking of 

the mobile robots, so, the tracking data (herein Color 

Segmentation (CS) data) was recorded, using Arducam 5MP 

camera connected to the Raspberry Pi (onboard computer of the 

robot). Due to the performance limitation with the hardware, a 

resolution value of 400x400 pixels was selected to avoid the 

tracking failures due to a skip or lag in the camera output. 

However, this error can be further minimized if a better hardware 

is used. In order to relate the work presented in this paper, the 

algorithm is used to track the motion of the features in the image 

Target

(a)

(b)

Red

Green

Blue
Input with detected RoI Final pixel coordinates

Input Image Thresholding for Blue 
color

Thresholding for Green 
color

Figure 7. (a) Failure in identification of the target 
using color segmentation over the whole image (for 
green and blue) (b) Using HTT, segmenting only the 

Region of Interest. 

(b)
 

Figure 8. Mean error plot for tracking the target 

placed at variable distance  
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plane so as to move the source robot relative to the target robot 

to a desired location. 

However, for the purpose of the simulation results presented 

in this paper, it is assumed that the targets are detectable using 

the HTT algorithm. The markers are highlighted by Red, Green 

and Blue spheres as shown in Fig. 11(g). Moreover, it is also 

assumed that the targets are within the camera field of view. 

Although the docking is a two-stage process, which includes 

locomotion to approach [20-21] the target robot then using target 

tracking for autonomous docking. However, for the results 

presented in this paper, only the target tracking and docking 

stages are considered.  

The parameters related to the orientation and positioning of 

the robots is presented in the next section considering only a 

single (half) side of both robots. Also, the camera is attached to 

only one side of the source robot in order to validate the proposed 

methodology.   

 

4.1 Simulation setup  
Initially, the clamps 𝐶𝑠𝐶𝑠

′ with height 𝑟 − ℎ𝑠
𝑣 above the 

ground, of DOK-1 (Docking Mechanism 1) are positioned at 

extreme ends relative to its target, DOK-2 (𝐶𝑡𝐶𝑡
′). The translation 

required for the clamping can be written as ∆ℎ = ℎ𝑠
𝑣 −

[(ℎ𝑠
𝑐 2⁄ ) + (ℎ𝑡

𝑐 2⁄ )], with ℎ𝑠
𝑐 and ℎ𝑡

𝑐 being the clamp 

potentiometer value of the source and the target robot. The IMU 

data (𝛼 − 𝑟𝑜𝑙𝑙, 𝛽 − 𝑝𝑖𝑡𝑐ℎ, 𝛾 − 𝑦𝑎𝑤) of the source (s) and the 

target (t) robot is define d as 𝛼𝑠 , 𝛼𝑡 , 𝛽𝑠 , 𝛽𝑡 , 𝛾𝑠 , and 𝛾𝑡  respectively. 

The feedback from the slide-type potentiometer attached to the 

clamp is used to minimize the above mentioned difference. 

Furthermore, the orientation error between the coupling cases 

(𝜃𝑠, 𝜃𝑡) is minimized to align the clamps of DOK-1 and DOK-2 

parallel to each other. The IMU data and the potentiometer data 

of the VTU are further analyzed to have a configuration estimate 

regarding the orientation of the robot. If required, the VTU 

mechanism is actuated to minimize the rotation error about the 

Roll-Pitch-Yaw axes based on the value of ℎ𝑠
𝑣. The IMU data 

from both the robots (𝛼𝑠 , 𝛼𝑡 , 𝛽𝑠 , 𝛽𝑡 , 𝛾𝑠 , 𝛾𝑡) is then analyzed using 

TCP/IP network to position DOK-1 parallel to DOK-2 as shown 

in Fig. 10(a), 10(b). The target robot acts as a server while the 

locomotion robot acts as its client counterpart. This docking 

demonstration was done using only two robots; however the 

same procedure could be repeated with multiple robots to for,m 

different assemblies or configurations as shown in Fig. 2. The 

final error (∆𝑒) minimization can be summarized as follows, 

 

 ∆𝑒 = min{(𝛼𝑠 , 𝛽𝑠 , 𝛾𝑠 , ℎ𝑠
𝑐 , 𝜃𝑠), (𝛼𝑡 , 𝛽𝑡 , 𝛾𝑡 , ℎ𝑡

𝑐 , 𝜃𝑡)} (1) 

 

 The relative difference in the positions of the target and the 

source robot is 0.4 m, 0.05 m, 0.5m along 𝑋,𝑌, 𝑍respectively, as 

shown in Fig. 11(g). The minor errors accumulated from the 
orientation alignment over TCP/IP network are further 

minimized under the IBVS control [22].  

 

4.2 Experimental Result and Analysis 
The simulated data is shown in Fig. 11(a) represents a curve 

of feature error for different modes of operation at each step. 

There are a total of 5 steps involved for a full motion between an 

initial and final position (as shown in Fig. 11(g)). At first, error 

along the X-axis (step-1) is minimized with reference to the 

center feature, followed by initial Y-estimate (step-2) as the 

motion along Y is subject to change with the motion along the Z-

axis. This motion is followed by an initial motion along the Z-

axis (step-3) in order to move the robot to the desired position 

before minimizing the error along the Y-axis. After the Y-axis 

error (step-4) is minimized, the error along the Z-axis (step-5) is 

minimized within an acceptable error threshold. The motion of 

the target features was shown in Fig. 11, highlighting the motion 

Source

Target

(d)(c)(b)(a)

X-axis 
motion

Y-axis lift Z-axis 
motion

(e)

Passive 
side

Actuation 
side

DOK-1 DOK-2

Figure 10. IBVS simulation using locomotion (source) and manipulator robot (target) shown in V-REP simulated 
environment, where local X, Y, Z axis are defined by bar red, blue and green, (a) Orientation alignment using 

TCP/IP network, (b) Translational motion along X-axis, (c) Upward lift for wheeled assembly actuation, (d) 
Translational motion along Z-axis, (e) Final docking for assembly reconfiguration. 

(a) (b)

VTU
Manipulator 

arm

Figure 9. Geometry models designed in V-REP for 
simulation study, (a) Hybrid-Wheeled Locomotion 

module (b) Manipulator module. 
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of the 3D point coordinate in the 2D image plane for the motion 

along the X-Y-Z-Yaw axes. Each of the 3D target feature spheres 

is represented by 𝑃1(Red), 𝑃2(Green), and 𝑃3(Blue).  

The point projection is a mapping of a 3D coordinate to a 2D 

homogenous coordinate. The extrinsic camera parameters 

(∆𝛼, ∆𝛽, ∆𝛾) define the 3D point relative to the camera’s 3D 

frame. These parameters are defined by the relative change in the 

IMU data value of the source and the target robot after the 

orientation alignment using TCP/IP network. The intrinsic 

parameters convert the 3D point coordinates into Image plane 

coordinates. The projection of the points 𝑃1 − 𝑃2 − 𝑃3 is defined 

by 𝑡1
𝑝

− 𝑡2
𝑝
− 𝑡3

𝑝
 (where 𝑡1

𝑝
= (𝑢1

𝑝
, 𝑣1

𝑝
), 𝑡2

𝑝
= (𝑢2

𝑝
, 𝑣2

𝑝
), 𝑡3

𝑝
=

(𝑢3
𝑝
, 𝑣3

𝑝
))for a desired position coordinate, 𝑡1

𝑑 − 𝑡2
𝑑 − 𝑡3

𝑑 

(where𝑡1
𝑑 = (𝑢1

𝑑 , 𝑣1
𝑑), 𝑡2

𝑑 = (𝑢2
𝑑 , 𝑣2

𝑑), 𝑡3
𝑑 = (𝑢3

𝑑 , 𝑣3
𝑑)). The aim to 

minimize the error (∆𝑒𝑓) between the 𝑡1 − 𝑡2 − 𝑡3 , and 𝑡1
𝑑 −

𝑡2
𝑑 − 𝑡3

𝑑, defined as,  

 

 ∆𝑒𝑓 = min{(𝑡1
𝑝
, 𝑡1

𝑑), (𝑡2
𝑝
, 𝑡2

𝑑), (𝑡3
𝑝
, 𝑡3

𝑑)} (2) 

 

Considering the motion configuration of the robot, it has 2 

independent DOF in each mode and an additional DOF along Y-

axis. The image interaction matrix (L) for a single feature can be 

written as, 

 
𝐋𝒊 =

[
 
 
 
 −

𝑓

𝜌𝑢𝑍
0

𝑢𝑖

𝑍

0 −
𝑓

𝜌𝑣𝑍

𝑣𝑖

𝑍


0 −

𝑓2 + 𝜌𝑢
2𝑢𝑖

2

𝜌𝑢𝑓
0

0 −
𝜌𝑣𝑢𝑖𝑣𝑖

𝑓
0
]
 
 
 
 

∀𝑖 = 1,2,3 (3) 

 

 where f is the calibrated focal length, Z is the estimated 

depth value, (𝜌𝑢 , 𝜌𝑣) defines the pixel size, and (u, v) defines the 

pixel coordinate of the corresponding feature. Solving these 

parameters for all the 3 features results in an Image interaction 

matrix of size 6x6. The velocity of the robot 

[𝑣𝑐, 𝜔𝑐]
𝑇(=[𝑣𝑥 , 𝑣𝑦 , 𝑣𝑧 ,𝜔𝑥 , 𝜔𝑦 , 𝜔𝑧]

𝑇) corresponds to the feature 

error, ∆𝑒𝑓, where 𝜔𝑥 and 𝜔𝑧 is 0. Based on these parameters and 

Eq. 3, the velocity control for the required locomotion can be 

written as, 

 [𝑣𝑐, 𝜔𝑐]
𝑇 = λ([𝐋𝟏𝐋𝟐𝐋𝟑]

𝑻)−𝟏∆𝑒𝑓 (4) 

where 𝜆, L1, L2, and L3 represents the scalar gain, image 

interaction matrix of feature 1, 2, and 3 respectively. These 

velocity parameters (Eq. 4) are used as the velocity inputs of the 

source robot.  

 

5 CONCLUSION AND FUTURE WORK 
A self-reconfigurable mobile robot with integrated docking 

mechanism (GHEFT) was described in this paper. Specifically, 

this work presented the testing of autonomous docking control in 

a simulated environment based on the self-reconfigurable nature 

of the robots. MATLAB-VREP simulation involved the use of 

colored features as positioning targets for the locomotion robot. 

1

2

3

4

5

(a)  

(b) (c)

(d) (e)

1

2
3

4
5

.

..
..

.

(f) (g)

Figure 11. IBVS simulation for the autonomous 
docking control, (a) feature error plot, (b) feature 

motion along Yaw-axis, (b) X-axis, (c) Initial Y-est, (d) 

Initial Z-est, (e) Y-axis, (f) Z-axis, (g) Trajectory.  
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The control approach incorporated the use of an image 

processing method, which aided in the detection and alignment 

of two robotic modules. IBVS control was utilized to minimize 

the feature error with the help of the docking mechanism.  
Future work will include the use of the proposed version of 

the locomotion robot as a source and the target robot for 

autonomous docking as shown in the previous section. The 

colored target attached to the side frame of the target robot will 

be tracked using the HTT algorithm. This tracking data will be 

combined with the IBVS control along with TCP/IP network 

control for accurate alignment of the robot in a real-world 

environment. Furthermore, the terrain based [21] control analysis 

will also be covered to validate the proposed methodology in 

unstructured terrain for the misalignment along X-Y-Z axes and 

about Roll-Pitch-Yaw axes.  
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