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Learning Flatness-Based
Controller Using Neural Networks
This paper presents a method to imitate flatness-based controllers for mobile robots using
neural networks. Sample case studies for a unicycle mobile robot and an unmanned aerial
vehicle (UAV) quadcopter are presented. The goals of this paper are to (1) train a neural
network to approximate a previously designed flatness-based controller, which takes in the
desired trajectories previously planned in the flatness space and robot states in a general
state space, and (2) present a dynamic training approach to learn models with high-dimen-
sional inputs. It is shown that a simple feedforward neural network could adequately
compute the highly nonlinear state variables transformation from general state space to
flatness space and replace the complicated designed heuristic to avoid singularities in
the control law. This paper also presents a new dynamic training method for models
with high-dimensional independent inputs, serving as a reference for learning models
with a multitude of inputs. Training procedures and simulations are presented to show
both the effectiveness of this novel training approach and the performance of the well-
trained neural network. [DOI: 10.1115/1.4046776]

Keywords: dynamics and control, machine learning, neural networks, nonlinear systems,
robotics

1 Introduction
Flat systems have gained popularity for analyzing and designing

controllers for nonlinear systems due to their advantages in trajec-
tory planning and tracking [1]. Flat outputs and their derivatives
can be used to express the states and inputs of the original system
or the extended system, simplifying the trajectory planning
problem to simple algebra [2,3]. With the benefits of using a trans-
formation based on the flatness property, a variety of interpolating
functions can be used to design the path in the flat output space.
This property attracts research in path planning and controllers
design for various under-actuated systems, such as unicycles
[4,5], quadcopters [6,7], and open chain manipulators [8].
In the last few decades, with the availability of larger datasets and

more powerful computation units, new machine learning techniques
have been developed to solve a wide range of problems, such as
human pose estimation [9], natural language processing [10], high-
level motion/primitive tasks planning [11], and others. Using artifi-
cial neural networks to imitate system models and learn suitable
controllers is also an active topic in the research community.
Inverse kinematics of a redundant manipulator are learned using
neural networks in real-time [12]. Three types of compensation
methods were proposed to improve the inverse kinematics-based
controller for a robot manipulator [13]. Direct online optimization
of modeling errors in dynamics is proposed to calculate the error
between the real model and the analytical model to improve the
control performance [14]. A closed-loop controller is then derived
to control a soft pneumatically actuated manipulator using rein-
forcement learning [15].
In this paper, we present methods to approximate flatness-based

controllers using artificial neural networks including two popular
case studies: a unicycle and a quadcopter. To deal with the high-
dimensional inputs of the flatness-based controller model, we devel-
oped a dynamic sampling method to generate data batches for
neural network training. Compared to using a static dataset, this
dynamic sampling method uses and re-uses the same memory
space periodically during the training process, thereby saving the
overall memory space occupied. The authors believe that this

type of dataset generation will benefit research in learning models
with high-dimensional inputs.

2 Preliminary Modeling Analysis
2.1 Kinematic Model of a Unicycle. Referring to a simple car

model with two coaxial wheels as shown in Fig. 1(a), two wheels
are driven independently by two motors. The inputs to the system
are the right and left wheel velocities, vr and vl, and the configura-
tion of the system can be fully described by the general coordinates
(x, y, ψ), which encapsulate the chassis center position and heading
angle. The system can be written in driftless affine-form as,
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ẋ3

⎛
⎝

⎞
⎠ =

sin(x3)
cos(x3)

0

⎛
⎝

⎞
⎠

︸�����︷︷�����︸
g1(x)

u1 +
0
0
1

⎛
⎝

⎞
⎠

︸��︷︷��︸
g2(x)

u2 (1)

where x1, x2 stands for y and x positions, respectively, and x3 for the
heading. u1= vr+ vl/2 is the rate of heading, u2= vr− vl/d is the rate
of rotation, and d is the wheel separation distance. It’s easy to show
that the local accessibility distribution of the car system, 〈g1(x),
g2(x), [g1, g2](x)〉, is of full rank, where [·, ·] presents the Lie
bracket operation. The local accessibility provides this driftless
system with the necessary and sufficient conditions for controllabil-
ity. It can be easily checked that the model of unicycle system
Eq. (1) cannot be statically linearized. However, by extending the

Fig. 1 Kinematic model of robot platforms
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system based on a new state (x4 = u1) while keeping others the same
(xi = xi, i = 1, 2, 3).
The extended system can be linearized to a new flat system and

can also be written in Brunovsky form with a feedback law given as,

v =
v1
v2

( )
= ẍ1

ẍ2

( )
=

sin(x3) x4cos(x3)
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The system is now transformed via static feedback into a system
which, in suitable coordinates, is fully linear and controllable.
While adapting a classical polynomial control law for the new
input variable vwith disturbance compensation, the following equa-
tions can be obtained:

vi = ẍi + λ1 · e1i + λ2 · e2i + λ3 · e3i, i ∈ {1, 2} (3)

where e11 = ẋ1 − ẋ1d , e21 = x1 − x1d, e12 = ẋ2 − ẋ2d , e22 = x2 − x2d,
e31 =


x1 −


x1d , and e32 =


x2 −


x2d stand for the error signals.

x1d and ẋ1d represent the desired output signals, corresponding to
x1, ẋ1. The coefficients λi, i= 0, …, 5 are specified in Table 2.

2.2 Dynamic Model of a Quadcopter. A quadcopter that is
composed of four rotors is detailed in Fig. 1(b). Speeding up or
slowing down either rotor pair can control the Yaw angle ψ. The
Roll ϕ and Pitch angles θ allow the quadcopter to move in the Y-
and X-directions, respectively. The rotor is the primary source of
control and propulsion for the unmanned aerial vehicle
(UAV). Z–Y–X Euler angles (ψ, ϕ, θ) are applied with the condi-
tions (−π≤ψ< π) for yaw, (−π≤ϕ < π) for pitch, and (−π≤ θ < π)
for roll, respectively.
Using Newtonian laws about the center of mass, the dynamic

equations for the quadcopter are obtained:

mV̇0 =
∑

Fext, Jω̇ = −ω × Jω +
∑

Text (4)

where the symbol × is the usual vector product, m is the mass, and J
is the inertia matrix. The coordinate frame is attached to the
UAV body frame as shown in Fig. 1(b). The angular velocity ω=
(ωx, ωy, ωz)

T and angular acceleration α= (αx, αy, αz)
T of the

body frame with respect to frame B are functions of the first- and
second-time derivatives of the Euler angles (ψ̇ , θ̇, ϕ̇) and
(ψ̈ , θ̈, ϕ̈). The notations

∑
Fext,

∑
Text stand for the vector of

external forces and torques, respectively. They can be computed as,

∑
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where (Ax, Ay, Az) and (Ap, Aq, Ar) are aerodynamic forces and
moments acting on the UAV. u1 is the resulting thrust of the four
rotors defined as u1= (F1+F2+F3+F4); u2 is the difference
of thrust between the left rotor and the right rotor defined as u2=
F4−F2; u3 is the difference of thrust between the back rotor and
the front rotor defined as u3=F3−F1; u4 is the difference of
torque between the two clockwise-turning rotors and the two
counterclockwise-turning rotors defined as u4=Cfm[(F1+F3)−
(F2+F4)], and Cfm is the force to moment scaling factor.
To avoid Lie transformation matrices singularity, we replace the

real control signals (u1, u2, u3, u4) with (u1, u2, u3, u4). u1 is delayed
by a double integrator, while the other control signals are unaltered
based on the following variable transformations.

u1 = ζ; ζ̇ = ξ; ξ̇ = u1; u2 = u2; u3 = u3; u4 = u4 (6)

The resulting system then can be described by state space equations
in the following form:

ṡ =f (s) +
∑4
i=1

gi(s)ui, y = h(s) (7)

where s = (x, y, z, ψ , ϕ, θ, ẋ, ẏ, ż, ζ, ξ, p, q, r), o= (x, y, z, ψ).
Details of the modeling can be found in Ref. [16].
The input–output decoupling problem is solvable for the nonlin-

ear system by means of static feedback, and the vector relative
degree r1, r2, r3, r4 is given by r1= r2= r3= 4; r4= 2. We choose
the flatness outputs as

o = [y1, y2, y3, y4]T = [x, y, z, ψ]T (8)

then obtain a feedback control law,

v = [yr11 , y
r2
2 , y

r3
3 , y

r4
4 ]

T = b(x) + Δ(x)u (9)

where v represents the new input control signals. The matrix Δ(x) is
non-singular everywhere in the region ζ≠ 0, −π/2 < θ< π/2,− π/2 <
ϕ< π/2. Therefore, the input–output decoupling problem is solvable
for our system by means of a control law in the form of

u = −Δ−1(s)b(s) + Δ−1(s)v (10)

The system can be transformed via static feedback into a system
which, in suitable coordinates, is fully linear and controllable.
While adapting a classical polynomial control law for the new
input variable v with disturbance compensation, the following set
of equations can be obtained:

v1 = x(4)d − λ3 e
…
11 − λ2ë11 − λ1ė11 − λ0e11

v2 = y(4)d − λ3 e
…
12 − λ2ë12 − λ1ė12 − λ0e12

v3 = z(4)d − λ3 e
…
13 − λ2ë13 − λ1ė13 − λ0e13

v4 = ψ̈d − λ5ė5 − λ4e5

(11)

where xd, yd, zd, ψd represent the desired output signals, cor-
responding to x, y, z, ψ, respectively, and the error signals e11=
x0− x0d, e12= y0− y0d, e13= z0− z0d, and e5=ψ−ψd. The coeffi-
cients λi, i= 0, …, 5 are specified in Table 2. The mass properties
of the quadcopter in our case study are chosen as shown in
Table 1. Table 2 outlines the controller parameters used in the
unicycle controller and the quadcopter controller. In the quad-
copter control, only the body positions x, y, z are of interest,
and the control parameters of the yaw control are all set to
zero, λ4= λ5= 0.

Table 1 Mass properties of the quadcopter

Parameter Description Value Units

Gravity g 9.81 (m/s2)
Quadcopter diameter d 0.45 (m)
Mass m 0.468 (Kg)
Quadcopter inertia Ix,y,z 4.9 · 10−3 (Kg · m2)

Table 2 Controller parameters for the unicycle and quadcopter

λ0 λ1 λ2 λ3

Unicycle N/A 0.085 0.0025 0.0001
Quadcopter 0.0025 0.0025 1.0000 0.0100
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3 Designing Flatness-Based Controller
3.1 Dynamic Sampling Approach. Generalization over the

entire input space is one of the principles to estimate the perfor-
mance of the trained neural network in machine learning. One
way to achieve generalization is to create a large enough dataset
that covers the entire input space, while the other is to split the
dataset into a training set and a validation set. The former ensures
generalization, but is computationally expensive, especially when
applied to problems with high-input dimension, and is often infea-
sible in continuous input problems [17]. The latter helps avoid over-
training in the subset, but is prone to fail when the dataset is not
large enough or only partially covers the input space [18].
To deal with the proposed high-dimensional continuous input

problems, we propose a dynamic sampling approach that margin-
ally splits the entire workspace into a training set and a validation
set. For a problem with n dimension inputs, x= [x1, x2,…, xn],
with their lower boundaries xli and upper boundaries xui . Dis-
cretization is applied to each input xi uniformly into ni bins with a
fixed interval δi for xi. The dataset is now converted to a finite set
Xdata = {[x1, x2, . . . , xn]}, xi ∈ {xli, x

l
i + δi, xli + 2δi, . . . , xui }. The

size of the dataset Xdata increases dramatically when the input
dimension increases and when the discretization becomes denser.
Instead of storing the whole dataset, only the relatively smaller
set, the validation dataset Xvalid is stored during the training
process. To recover the continuous input space, sampling is per-
formed based on the discrete data using a predefined distribution.
The training procedure with dynamic sampling approach is
described in the form of following pseudocode:

procedure Training Network
({xli}, {x

u
i }, ni)

1: Obtain discretization interval δi for xi
2: Randomly generate validation set Xvalid

3: for each training epoch, i do
4: for each training batch, j do
5: Generate discrete training set xdbatch ∈ {x|x ∈ Xdata − Xvalid} based
on {xli}, {xui }
6: Generate continuous training set xcbatch on the distribution over
xdbatch
7: Training neural network using xcbatch
8: end for
9: end for

Here, we applied i.i.d Gaussian sampling to the selected discrete
training set to recover to continuous space xcbatch ∼ p(xdbatch|{δi}).
For data along each dimension, the selected discrete value is used
as the mean value μ= xd, while the standard deviation is selected
to be the discretization interval σ= δ. The generated training data
along each dimension obeys Gaussian distribution xc ∼ N (xd, δ).
To avoid overfitting on any specific trajectory, the boundaries of
the inputs {xli, x

u
i } were provided by generating random trajectories

using patterns such as a circle, a square, and a line. These input
domains were then discretized and divided into training and valida-
tion datasets. The discretized datasets were only used in the training
process, while the final deployment of the well-trained neural
network does not require them.

3.2 Neural Network Design and Training. Neural networks
are widely used to better approximate highly nonlinear models or
models with uncertainty to increase the performance and stability
of controllers. To approximate the flatness-based controller of the
unicycle and the quadcopter, multilayer perceptron neural
network is used. The proposed neural network consists of the
fully connected neurons in each layer with linear activation function
in all neurons. The neural network is built using Keras [19] with
TensorFlow [20] as the backend. Hyperopt [21] is used to tune
the hyperparameters of the neural network including number of

layers nl, number of neurons in each layer nn, activation functions
used for neurons in each layer except the final output layer fa, and
the parameters for the activation if needed fp. Details of the
choices and selected choices of the hyperparameters are presented
in Table 3. The proposed neural network consists of five layers
with 512 neurons in each layer. An activation function in each
neuron is selected to be Leaky ReLU [22] with α= 0.5 for the
optimal performance.
Based on control laws in Eqs. (2) and (3) for the unicycle and

Eqs. (10) and (11) for the quadcoper, the neural network takes in
the error signals and states and outputs the control signals for the
model. We define our objective function to minimize the weighted
loss function based on the order of magnitude of our controller
outputs:

min
Θ

L =
∑n
i=1

ωi‖ui − uΘi ‖2 (12)

where Θ represents the trainable parameters of the neural network,
ωi is the weight for the loss of the ith outputs, ui is the output value
from the flatness-based controller and is used as the ground truth,
while uΘi is the estimated output from the neural network. For the
unicycle controller, n= 2 outputs are designed in the neural
network with the loss weights ω1=ω2= 1, while the neural
network of the quadcopter controller generates n= 4 outputs with
loss weights, as shown in Table 4. The training process includes
100 training epochs. Within each training epoch, 1000 training
batches are performed, followed by validation using 100 batches
of data. Weighted root-mean-square error (WRMSE) is used in
the validation process:

WRMSE =

���������������������∑n
i=1

ωi(ui − uΘi )
2
/
n

√
(13)

Figure 2 shows the training processes of flatness-based control-
lers for the unicycle and the quadcopter. It can be seen that the val-
idation loss decreases as the training process progresses. It can be
seen that the validation error, WRMSE, converges to approximately
4 × 10−3 for the unicycle model and approximately 0.1 for the quad-
copter model.

4 Validation of Proposed Approach
To evaluate the performance of the well-trained controller using

neural network in real applications, we compared our trained con-
troller to the mathematical model-based controller in three different
motions. For the unicycle, point-to-point, square, and circle motions
are performed. The quadcopter performs similar motions in 3D with
various vertical heights. The simulation was performed using

Table 3 Hyperparameters tuning for neural network

Parameters Choices Selected

nl [4, 5, 6, 7, 8] 5
nn [128, 256, 512, 1024] 512
fa [“ReLU,” “Sigmoid,” “Leaky ReLU”] “Leaky ReLU”
fp [0.1, 0.3, 0.4, 0.5, 0.7, 0.9] 0.5

Table 4 Loss weights used for the optimization

ωi u1 u2 u3 u4

Unicycle 1 1 N/A N/A
Quadcopter 1000 1,000,000 100,000 100,000,000
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Simulink [23] as shown in Fig. 3. All trajectories are generated
using the trajectory planner. The desired trajectories are then sent
to the controller, which could be either the well-trained neural
network controller or the flatness-based controller that uses an
explicit mathematical model. The simulated model uses controller
outputs for its calculations.

4.1 Trajectory Planner. Given the diffeomorphism, a
point-to-point motion planning and tracking control can be
designed in a flatness workspace. For example in the unicycle
problem, given the terminal conditions in the Cartesian
coordinates at both start time t0 and final time tf,
{xi(t), ẋi(t); i ∈ {1, 2, 3}, t ∈ {t0, tf }}, the terminal conditions can
be transformed to the corresponding terminal conditions in the flat-
ness workspace {xi(t), ẋi(t), ẍi(t); i ∈ {1, 2}, t ∈ {t0, tf }}. To
satisfy these six terminal conditions, we choose three types of func-
tions as trajectories for xi(t); i ∈ {1, 2}: fifth-order polynomials,
trigonometric functions, and piecewise functions. For fifth-order
polynomials, we used the following functions:

xi(t) = a5t
5 + a4t

4 + a3t
3 + a2t

2 + a1t + a0 i = {1, 2} (14)

For trigonometric functions, we choose following functions:

x1(t) = r · cos(2π · t/T), x2(t) = r · sin(2π · t/T) (15)

where r is the radius of the circle and T is the period in which the
unicycle runs around the circle. The desired trajectory is a circle

that starts from (10,0) at the top, running clockwise with radius
10 m, all the way back to (10,0). In the simulation, we choose the
real initial point to be (−0.5, 8) to test the convergence.
We choose the following formula for our piecewise function:

xi(t) = a5jt
5 + a4jt

4 + a3jt
3 + a2jt

2 + a1jt + a0j

Tj < t ≤ ti+1, i = {1, 2}, j = {1, 2, . . . , 5}
(16)

The desired trajectory (x1(t), x2(t)) is a square, going from (0, 0)
to (0, 24), then to (24, 24), then (24, 0), and finally back to (0, 0). In
the simulation, we choose the real initial point at (−2, 2) to test
convergence.
A similar approach was used in the quadcopter process. We

choose the same three types of trajectory functions that were used
in the unicycle model. For the fifth-order polynomials, we choose
the same function as Eq. (14). For trigonometric functions of the
quadcopter, we appended one more function to Eq. (15) to accom-
modate for the motion in the Z-direction:

x3(t) = −1 − t/10 (17)

where x3 is the position along the Z-direction representing height.
The desired trajectory, (x1(t), x2(t), x3(t)), represents a circle, that
starts from (0, 15, −1) at the top, running clockwise with radius
10 m all the way to (0, 15, −1− 10/t). The quadcopter simulta-
neously decreases its height at a constant rate. In the simulation,
we choose the real initial point at (1,2,3) to test convergence. Equa-
tion (16) is used as a piecewise function. The desired trajectory
takes the form of a square going from (0,0,0) to (45,0,55), then to
(45,45,0), then (0,45,55), and finally back to (0,0,0). In the simula-
tion, we choose the real initial point to be (1,2,3) to test the
convergence.

4.2 Trajectory Tracking Performance. Three motions of the
unicycle were performed and compared in Figs. 4(a)–4(c) while
these of the quadcoper are presented in Figs. 4(d )–4(e). One of
the most straightforward measures of controller performance is
evaluating the average deviation from the desired trajectory over
the whole tracking process, using root-mean-square error (RMSE),

RMSE =
∑n
i=1

‖fi − gi‖2 (18)

where fi and gi are the two compared trajectories at timestep i.
Another way to measure controller performance is to capture the
maximum “overshoot” during the tracking process, using the
maximum absolute deviation values,

MAD =max ‖fi − gi‖2 (19)

where fi and gi are the two compared trajectories at timestep i.
Table 5 shows the performance criteria based on the three
motions. It can be seen that the neural network-based controller
obtained similar overall performance compared with the mathemat-
ical model-based controller. The slightly increased tracking error
obtained from the neural network results is from the training
error. To validate the proposed method, the same hyperparameters,
instead of the best hyperparameters for individual cases, were
selected for both the unicycle and the quadcopter cases, which led
to the different tracking performance. For example, larger control
inputs were applied in most unicycle cases that led to larger tracking
errors. In all the tracking cases, the neural network-based controller
followed the desired trajectories with slight differences compared
with the original mathematical model-based controllers. These
tracking performances successfully validated the proposed
dynamic sampling method.

Fig. 2 Training process of (a) the kinematic model of the unicy-
cle and (b) the dynamic model of the quadcopter

Fig. 3 Simulation system for the unicycle and the quadcopter
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5 Conclusion and Future Work
In this work, flatness-based controllers were accurately approxi-

mated using neural networks. Two case studies were presented,
including a kinematic model for a unicycle and a dynamic model
for a quadcopter. A dynamic sampling method was proposed to
avoid large memory allocation during the training for problems
with high-dimensional input. A well-trained model was simulated
using three different motions, and the imitating performance of
our neural network controller was quantified in comparison to a
mathematical model-based controller. It was shown that the
neural network-based controller was able to emulate two complex
nonlinear controllers. The proposed dynamic sampling method
was also useful for training high-input dimension neural networks
with ground truth modeling.
Future work involves training the neural network controller using

real-world data to include the uncertainty in mathematical modeling
to make it more robust and stable. Neural network architectures
need to be improved to perform adequate learning with limited real-
world data, which is expensive to collect.
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Fig. 4 Point-to-point, Square and Circle motion for (a)–(c) the unicycle and (d)–(f) the Quadcopter

Table 5 Performance on different motions

matha nnb

RMSE MAD RMSE MAD

Unicycle
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